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Abstract—In an environment with poor illumination, such as indoor, night, and overcast conditions, the image information can be seriously lost, which affects the visual effect and degrades the performance of machine systems. However, existing methods such as retinex-based method, dehazing model-based method, and machine learning-based method usually have high computational complexity or are prone to color distortion, noise amplification, and halo artifacts. To balance the enhancement effect and processing speed, this paper applies the Weber-Fechner law to the grayscale mapping in logarithmic space and proposed an adaptive and simple color image enhancement method based on the improved logarithmic transformation. In the framework, the brightness component is extracted from the scene of the low-light image using Gaussian filtering after color space conversion. The image is logarithmically transformed by adaptively adjusting the parameters of the illumination distribution to improve the brightness of the image. The color saturation is hence compensated. The proposed algorithm adaptively reduces the impact of non-uniform illumination on the image, and the enhanced image is clear and natural. Our experimental results demonstrate improved performance to the existing image enhancement approaches.

Index Terms—Logarithmic transformation, low-light image, non-uniform illumination, Weber-Fechner law, color compensation.

I. INTRODUCTION

Digital image processing is widely applied in industrial production, intelligent transportation, video surveillance, remote sensing monitoring, and other fields. It plays a significant role in the industry, human life as well as the military. However, under the condition of poor illumination [1-3], such as indoor, nighttime, and overcast conditions, the reflected light on the surface of the object is weak, and the image color obtained is distorted and contains much noise [4]. Especially in the fields of video surveillance, intelligent transportation, and automatic driving, which require constant intelligent analysis, low-light scenes such as dim light or night conditions affect not only the visual perception of human eyes but also the object recognition accuracy of subsequent machine systems and even lead to system paralysis [5-6]. A conventional infrared compensation scheme can obtain a clear image in a completely dark environment, but it will lose color information and form only a gray image with a large amount of noise. Therefore, under poor lighting conditions, enhancing image details and restoring color information to the full have become urgent requirements in various fields. Shown as the poorly lit images in Fig. 1, which are taken at night, indoors, or with backlighting, the non-uniform illumination makes some areas of the image too bright, while some areas are too dark. Therefore, how to enhance the validity of the data and make the image more in line with human’s visual perception while profiling the equipment’s analysis is of great significance. For example, in a face recognition system, as Okeye et al. [7] proposed, a new evaluation function was combined with the optimization algorithm based on metaheuristics, so as to select the best-enhanced face image automatically according to the linear combination of different key quantization indicators. In the field of underwater image enhancement, Hou et al. [8] proposed a new hue-preservation-based improvement method for underwater color images through the combination of hue-saturation-intensity (HSI) and hue-saturation-value (HSV) models. To measure yarn parameters more accurately, Wang et al. [9] proposed an adaptive grayscale improvement and linear region threshold segmentation algorithm, which enhanced the gray level contrast between the background and the yarn and improved the yarn hairiness recognition and measurement accuracy. In [10], aiming at the problem of low contrast in retinal fundus images, the author applies independent component analysis (ICA) to image enhancement and proposes an automatic retinal vascular segmentation method based on ICA, which can segment retinal vessels quickly and accurately. Pei et al. [11] put forward a color optimization algorithm for low-backlighted displays, and Kallel et al. [12] presented a new optimization algorithm for computed tomography (CT) scans using discrete wavelet transform with singular value decomposition (DWT–SVD) and adaptive gamma correction (AGC), which consistently produced satisfied contrast enhancement and preserved brightness.

However, these methods have many parameters that need to be adjusted, which tend to be over-enhanced in local areas with non-uniform illumination, and it is hard to keep the trade-off between the speed and performance. To solve the above problems, an image enhancement method based on Weber-Fechner law is proposed in this paper. This method applies local and global information to parameter adaptive adjustment and realizes fast enhancement through local logarithmic transformation, which can restore the low-light image into its natural scene of high contrast, vivid color, and rich details and can provide a valuable reference for the correction of non-uniform illumination images. Compared to previous work, our method offers the following contributions:

- It is a simple and effective strategy to map the gray levels of the image pixels to logarithmic space based on Weber-Fechner law;
- In the framework, the image is logarithmically transformed by adaptively adjusting the parameters of the illumination distribution to improve the brightness and has the compensation mechanism of color saturation;
- It applies local and global information to reduce the influence of non-uniform illumination on the image adaptively, and the enhanced image is clear and natural;
- This method does not need lots of data sets for training and can produce satisfying results with less computational complexity.

The rest of this paper is summarized as follows. Section II gives a brief introduction to related works. Section III presents the details of the model put forward in this paper. Qualitative and quantitative comparisons are reported in Section IV. We conclude our research in Section V.

II. RELATED WORKS

According to the working principle, the methods of low-light image enhancement are mainly divided into six categories: the gray mapping method, histogram equalization, frequency domain-based method, retinex-based method, dehazing model-based method, and machine learning-based method.

The gray mapping method is changing the gray values of an image through a mathematical function. For example, Drago et al. [13] designed an adaptive logarithmic function to map the image gray level, which can enhance the image dynamic range. Huang et al. [14] presented an algorithm that adaptively obtains gamma correction parameters in accordance with cumulative distribution function (CDF). Wang et al. [15] put forward an adaptive local gamma transformation for low-light image correction, which obtained the intensity component with a fast guided filter and built a local gamma transform function to improve the brightness of the image. This kind of method is simple; however, it has the limitation of robustness.

The histogram equalization (HE) method enhances the image by modifying the gray-level distribution. For example, Kim et al. [16] used block iteration to propose an adaptive histogram equalization (AHE) method. Kim [17] put forward the brightness-preserving bi-histogram equalization (BBHE) approach to perform HE on two sub-images after threshold division. As Celik and Tjahjadi [18] suggested, the nonlinear data mapping is carried out by a two-dimensional histogram of the input image. They also proposed a contextual and variational contrast enhancement (CVC) method to enhance a weak lighting image. Parihar and Verma [19] proposed a dynamic sub-histogram equalization algorithm based on entropy, which assigns a new dynamic range to each sub-histogram according to the number of entropy and gray levels. Gu et al. [20] applied a quality assessment model to the optimization of histogram parameters and Xu et al. [21] generalized the equalization model to effectively solve the problem of over-enhancement. Histogram equalization is simple and can be used in real-time scenes. However, it is easy to lose details caused by gray merging.

The method based on frequency domain analysis is to weaken the noise and enhance the contrast by processing the high and low-frequency information separately. For example, Zong et al. [22] put forward a contrast optimization algorithm according to the multiscale wavelet analysis, which enhanced an ultrasound image by setting a high-pass function to calculate wavelet coefficients. Loza et al. [23] put forward an adaptive contrast optimization algorithm through the local wavelet coefficients statistics, in which a nonlinear enhancement function was obtained for optimization by modeling. These kinds of methods are simple in principle and focus on contrast enhancement; however, they do not make full use of the true brightness of the image and risk of over-enhancement or under-enhancement.

Retinex is a color constancy-related theory created by Land and McCann [24]. Later, Jobson et al. [25] put forward the SSR (single scale retinex) method for image enhancement and further developed it into the MSR (multiscale retinex) method, MSRCR method (MSR with color restoration) [26], [27], MSRCP method (MSR with chromaticity preservation) [28] and other conventional algorithms. In addition, Jang et al. [29] put forward an MSR algorithm on account of subband decomposition of fusion strategy. Wang et al. [30] proposed an algorithm called image naturalness preserved enhancement (NPE) through a bright-pass filter; it can both enhance the image contrast and avoid local over-enhancement. Fu et al. [31] put forward a weighted variational model by simultaneous reflection and illumination estimation (SRIE) on the observed image. After separating the reflection component and the luminance component with retinex theory [32], some researchers use a local nonlinear transformation model to enhance the luminance component to make the image look more natural and bright [33], introduce an enhancement adjustment factor [34], or adjust the enhancing degree of different luminance values to prevent noise amplification and color distortion [35-36]. Retinex-based algorithms have the advantages of clear physical meaning and easy implementation, but they have high computational complexity, and halo phenomena will occur in restored images.

In 2011, Dong et al. [37] inverted a low-light image to obtain a similar foggy image and then improved the image contrast by using dark/bright channel prior (DCP or BCP). Later, the algorithm is optimized by Zhang et al. [38], but the parameters in transmission estimation are directly obtained by experience, so the robustness is not satisfactory. Jiang et al. [39] adopted filters to process details and obtained transmission coefficient with a pyramid model; it can both increase the running speed and obtain better naturalness. On this basis, Pang et al. [40] introduced gamma transformation to enhance image contrast. Zhang et al. [41] put forward a real-time low-light image optimization algorithm through the combination of defogging and bilateral
filtering, in which a joint bilateral filter is used to reduce the impact of noise after parameter estimation with DCP. Tao et al. [42] adopted BCP with a convolutional neural network (CNN), and Park et al. [43] combined BCP with a retinex optimization method, all got satisfactory results. Hu et al. [44] put forward a fast low-light video optimization method through the combination of retinex and DCP theory, which incorporated scenario detection and edge and interframe compensation to improve the optimization performance. Low-light image has its own features after inversion, and the usage of dehazing method for low-light image processing is still not ideal for obtaining a satisfactory effect. How to improve the scientific rigor of transmission estimation is still a technical difficulty.

Machine learning-based method for image enhancement has just emerged recently. For example, Cepeda-Negrete et al. [45] established a set of fuzzy rules by combining three conventional enhancement methods with machine learning and adaptively chose the best enhancement algorithm for different image processing tasks. Lore et al. [46] adopted an auto-encoder in a low-light image optimization framework and trained the characteristics of different low-light images to achieve self-adaptive enhancement and denoising by deep learning. Shen et al. [47] combined the MSR method with CNN and put forward an optimization method for low-light image enhancement. Tao et al. proposed a framework to learn low-light images with different kernels, and multilevel feature graphs were used to generate enhanced images [48]. Park et al. [49] put forward a convolutional automatic encoder to process image data for noise reduction during the brightness optimization and achieved a good effect. Enlightened by the above formulas, we can obtain:

\[ f(x) = \lambda \ln (x - \ln x) \]  

If the absolute threshold is set to 1 as the measuring unit, then \( \ln x = 0 \), and Eq. (4) will change to:

\[ f(x) = \lambda \ln x \]  

It can be seen from the formula that the subjective sensation of the HVS \( f(x) \) and the intensity of light \( x \) are logarithmic. If the pixels of the image are transformed into logarithmic space, the current value of the logarithmic domain of the global image is processed to get the enhanced image.

III. FRAMEWORK OF THE PROPOSED METHOD

The overall algorithm framework in this paper is shown in Fig. 2.

A. Color Space Conversion

For color images, RGB color space is limited to distinguishing chroma and brightness information. If the three channels (R, G, B) are corrected directly in RGB color space, not only can color distortion easily occur but also the complexity of the calculation increases. So, we convert the image to Lab color space for processing. In this space, \( L \) represents the color brightness; positive values of \( a \) represent redness, and negative values represent greenness; positive values of \( b \) represent yellowness, and negative values represent blueness.

The conversion from RGB to XYZ color model is as follows:

\[
\begin{align*}
X & = 0.412453 Y + 0.357580 Z + 0.180423 R \\
Y & = 0.212671 Y + 0.715160 Z + 0.072169 G \\
Z & = 0.019334 Y + 0.119193 Z + 0.950227 B
\end{align*}
\]  

Then, XYZ space is converted to Lab space by:

\[
\begin{align*}
L & = 116 f(Y/\gamma) - 16 \\
a & = 500[f(X/X_s) - f(Y/\gamma)] \quad \text{for } (r,b) > (\frac{\gamma}{2}) \\
b & = 200[f(Y/\gamma) - f(Z/Z_s)] \quad \text{otherwise}
\end{align*}
\]  

\[
f(t) = \begin{cases} 
1-t/3 & t > (\frac{3}{2}) \\
\frac{1}{2} \left( \sqrt{2} \right) t + \frac{1}{2} & \text{otherwise}
\end{cases}
\]
Xn converting to XYZ color space. Generally, the values for Fig. 3. An example of converting RGB color space to lab color space.
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Fig. 4. Average filtering.

In these two formulas, \( L \), \( a \), and \( b \) are the three channels’ values in the Lab color space. \( X \), \( Y \), and \( Z \) are calculated after converting to XYZ color space. Generally, the values for \( X_n \), \( Y_n \), and \( Z_n \) are 95.047, 100.0, and 108.883, respectively. After converting RGB to Lab color space, the image examples of each component are displayed in Fig. 3.

**B. Illumination Estimation**

To estimate the illumination information from an image, the \( L \)-component image is blurred and smoothed with the hypothesis that the illumination usually changes slowly in local regions. The blurred image sets the current pixel to the mean of its neighborhood. The farther away the neighbor is, the lower the weight should be. Although bilateral filtering and guided filtering are often used for image blurring, those are the edge-preserving filters. Therefore, the Gaussian function was used in the weighted average method for blurring. If the two-dimensional template size is \( m \times n \), the corresponding Gaussian function of the elements \( (x, y) \) on the template is as

\[
G(x, y) = \frac{1}{2\pi\sigma^2} e^{-\frac{(x-\mu)^2 + (y-\mu)^2}{2\sigma^2}},
\]

where \( \sigma \) is the normal distribution’s standard deviation. The larger the value of \( \sigma \), the more blurred the image is.

In two-dimensional space, the surface contour generated by this formula is a concentric circle with a normal distribution from the center, and its weight distribution is shown in Fig. 5. The process of Gaussian filtering is taken as the convolution of the Gaussian function and the original image, and the illumination component’s estimated value can be obtained. The formula is as below:

\[
L_g(x, y) = L(x, y) * G(x, y),
\]

where \( L(x, y) \) is the input image, \( L_g(x, y) \) is the estimated illumination component, \( G(x, y) \) is the Gaussian filter and * denotes convolution.

In this way, each pixel value is replaced by the weighted average of its neighborhood. The farther away the neighbor pixels are from the original pixels, the smaller their weights. In our experimental, we set the same size of \( m \) and \( n \) with the parameter \( s \). The result of Gaussian filtering with three groups of parameters \( \{s = 15, \sigma = 0.5\}, \{s = 50, \sigma = 2\}, \{s = 80, \sigma = 3\}, \{s = 15, \sigma = 3\}, \{s = 30, \sigma = 5\}, \{s = 30, \sigma = 10\} \).

On the basis of both the efficiency and the effect of the operation, the paper adopts Gaussian filtering to extract the illumination component with a filter window size of 15 × 15 pixels and \( \sigma = 0.5 \).
can be the following formula:

\[ O = c \cdot \log_{10}(1 + v \cdot L) \quad r \in [0, 1], \quad (11) \]

where \( O \) is the corrected image in the range of \([0 1]\), \( L \) is the source image, \( c \) is the gain adjustment parameter and the base value of \( v=1 \) is the control parameter. When \( v \) is greater than 1, the image as a whole will be brightened, and when \( v \) is less than 1 and greater than 0, the image as a whole will be darkened. Suppose \( c = 1 \). The corresponding transformation curves when \( v \) is set to 1, 10, 50, 200, or \(-0.05, -0.2, -0.5, -0.9\) are shown in Fig. 6.

As seen from Fig. 6, when \( v \) is greater than 0, the base number is large, and the enhancement of the low grayscale values is strong. When the image is globally dark or glossy, the algorithm can achieve satisfactory results by adjusting \( v \), but if one image has under-exposure and normal exposure areas, the same parameter will easily cause over-enhancement. Therefore, we propose an algorithm that changes with the local image illumination distribution. The parameter \( k \) can be expressed as follows:

\[ k = \max\{(L + L_{\text{m}} + L_{\text{max}}) / 3, k_0\}, \quad (13) \]

where \( L_{\text{m}} \) and \( L_{\text{max}} \) are the mean and the maximum value of \( L \), respectively, and \( k_0 \) is the control factor. The output images and corresponding histograms varying with different values of \( k_0 \) are shown in Fig. 8 (\( k_0 \) is set to \(0.1, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8\) and \(0.9\) in the subfigures). In which \( m \) represents the mean and \( std \) represents the standard deviation.

As seen from Fig. 8, with decreasing \( k_0 \), the pixels with small values are enhanced, and the pixels with large values are suppressed, the image dynamic range is compressed, the overall image brightness is enhanced, but the contrast is weakened. However, when \( k_0 < 0.4 \), the brightness value of the image does not change with the change of \( k_0 \). In practice, \( k_0 \) is set to 0.5.

D. Grayscale Stretching

To alleviate the problem of gray value concentration, we use a grayscale stretching function to improve the image; that is, through a simple linear operation, we expand the image grayscale and improve the dynamic range by image processing.

Assume that \( O(x,y) \) is the input image; its minimum grayscale \( A \) and maximum grayscale \( B \) are defined as follows:

\[ A = \min(O(x, y)), \quad B = \max(O(x, y)) \]

\[ F(x, y) = 255 \cdot \frac{O(x, y) - A}{B - A} \]

As shown in Fig. 8 (\( k_0 \) are set to \(0.1, 0.3, 0.5, 0.7, 0.9\)), when \( k_0 = 0.9 \), the output curve spreads to the upper right, the contrast of the image is enhanced, the image becomes clearer, the image becomes clearer; and when \( k_0 =0.1 \), the output curve spreads to the lower left, the contrast of the image is weakened, the image becomes blurry, the image becomes blurry.
Set the darkest 0.5% of the input image to \( C \) and the brightest 0.5% to \( D \). The dynamic range \([C, D]\) is linearly mapped to \([A, B]\), and the final image \( L(x, y) \) is as follows:

\[
L(x, y) = \frac{(D - C)}{B - A} \theta(x, y) + \frac{BC - DA}{B - A},
\]

As seen from Fig. 9, the image dynamic range is expanded after implementing this algorithm, which can enhance the image contrast while retaining the details of the areas with too high and too low brightness values.

E. Color Saturation Enhancement

According to the principle of mutual conversion between Lab and RGB color space, and keeping \( a \) and \( b \) components unchanged, combining with the enhanced \( L \) component, Eqs. (16) and (17) can be used to convert Lab to RGB color space.

\[
\begin{align*}
Y &= Y_r f^{-1}(\frac{1}{16}(L + 16)) \\
X &= X_r f^{-1}(\frac{1}{116}(L + 16) + \frac{1}{16}a) \\
Z &= Z_r f^{-1}(\frac{1}{116}(L + 16) - \frac{1}{16}a)
\end{align*}
\]

\[
\begin{align*}
f^{-1}(t) &= \begin{cases} 
\frac{t^3}{3a} & t \geq \frac{a}{3} \\
0 & otherwise
\end{cases}
\]

However, after converting to RGB space using the general method above, the image will have a lower color saturation. In Fig. 10, the first row contains the low-light images, and the second row contains the enhanced results without saturation compensation, which shows that the image appears to be insufficiently colored and the color saturation in the original image is slightly lost.

To maintain the color saturation of the output image consistent with that of the input image, we adopt the following method, which is expressed as:

\[
\begin{align*}
R &= \omega [L / L' (R + L) + R - L] \\
G &= \omega [L / L' (G + L) + G - L] \\
B &= \omega [L / L' (B + L) + B - L]
\end{align*}
\]

where \( \omega = 0.5 \) and \( R, G, B \) are the three channels of an image, respectively.

As seen from the third row of Fig. 10, the color saturation and contrast of the image obtained by Eq.(18) are better than those with Eqs. (16)-(17). The samples of the original image and its enhanced image are displayed in Fig. 11.

IV. EXPERIMENTAL RESULTS ANALYSIS

To verify the effectiveness of the method, we built an experimental platform for testing. The computer processor used was i7-6700@3.4 GHz, and MATLAB was used as the simulation software. The images used for testing involve urban scenery, natural scenery, indoor images, etc. Some original low-light images are displayed in Fig. 12. The common features of the images are low brightness, non-uniform illumination, and a wide dynamic range. Some samples are shown in Fig. 13. The odd-numbered rows contain the original images, and the even-numbered rows contain the enhanced images. It can be seen that the low illumination area is enhanced and the high illumination area is suppressed after implementing the algorithm, and the enhanced image color is natural and the details are clear. This finding shows that the method can adaptively weaken the influence of non-uniform illumination on the image quality. In the following section, we will compare the results with those of mainstream algorithms from subjective and objective perspectives.

A. Subjective Evaluation

1. Comparing the proposed method with the traditional
Fig. 13. Some of the experimental results before and after enhancement

Fig. 14. Comparisons of conventional image enhancement methods.

Fig. 14 indicates the experimental results of our method and some traditional methods. Fig. 14 (a) is the original image. Fig. 14 (b) - (h) are the enhanced images of a linear transformation (LT), HE, AHE, homomorphic filtering (HF), wavelet transform (WT), the retinex method (RM) and our method, respectively, and the enlarged areas corresponding to the rectangular box in Fig. 14 (a) are shown in the second, fourth and sixth rows. As seen from the figure, the images processed by different methods have different degrees of change compared with the original image. Fig. 14 (c) and (g) have a significantly enhanced visual contrast, and the details have become prominent. However, the tone has shifted, especially the serious halo noise in Fig. 14 (g), leading to poor visual quality. For Fig. 14 (e) and (f), although the overall tone is not shifted, the improvement in the details is insufficient and the image is even blurred. Fig. 14 (b), (d), and (h) have better visual effects, but the LT method leads to an over-enhancement of the bright area of the image, while the color in the AHE image is dark. By contrast, the proposed method has improved the performance of images both in color and contrast, and the visual effect is better than that of other methods.

(2) Comparing the proposed algorithm with some state-of-the-art (SOTA) methods.
In this section, five images are randomly selected as the
Fig. 15. Comparisons of several existing methods using non-reference images

Fig. 16. Comparisons of several existing methods using image pairs of IEC database
samples to show the advantages of the proposed algorithm by comparing it with some SOTA methods. The results are shown in Fig. 15, where (a) contains the low-light images and their enlarged regions. Fig. (b)-(i) are the processing results of AGCWD [54], SRIE [31], IBOOST [55], L2UWE [56], KinD [57], RetinexNet [58], FCCE [59] and our method, respectively. Compared with the original image, the clarity and contrast of the processed image are greatly improved, and a better enhancement effect is obtained. For these images, the RetinexNet method enhances the brightness of the image as a whole, but the tone deviates seriously. The AGCWD method and the FCCE method have a low enhancement degree, and the noise of the dark area is enhanced. In particular, the AGCWD method is limited to restoring the details from severely dark regions. The IBOOST method and the L2UWE and the KinD method can enhance the intensity of the image well. However, the IBOOST method leads to image over-brightness, while the L2UWE method has an obvious hole effect in some regions, and the KinD method will cause the edge of the image to blur. Compared with the other methods, the SRIE method and our method maintain a balance of color and brightness information, and the visual effects are better than those of the above methods. However, the results of SRIE are not uniform enough for the areas between brightness and dark, and the overall effect of SRIE is not as good as that of our method. Comparing the local details of the content in the image box, there is noise caused by over-enhancement of the IBOOST, insufficient enhancement by FCCE and SRIE, there is over-enhancement of the IBOOST, noise amplification by AGCWD and RetinexNet, and shadows with the L2UWE method and KinD method in the local area. The proposed method can emphasize details without over-enhancement and without amplifying the noise in the dark area and can obtain better clarity, contrast, and image color.

We also adopted the low-light/normal-light image pairs of the IEC database for the experiment [62]. Some experimental results are indicated in Fig. 16, where (a) contains the original images and (b) contains corresponding reference images, which are under-exposed images and properly exposed images using a single shot, respectively. Fig. 16 (c)-(i) are the processing results of AGCWD, SRIE, IBOOST, L2UWE, RetinexNet, FCCE, and our method, respectively. From those images, it can be seen that the outputs of AGCWD, SRIE, L2UWE, and FCCE are all having lower brightness than the reference image. To the results of RetinexNet, the hue has shifted. Only the images from IBOOST and our method are very similar to the reference image both in brightness and color, especially the latter is better. Fig. 17 (a)-(h) are the corresponding polar hue map of Fig. 16 (b)-(i). Among them, red, green, and blue curves represent the value distribution of three color components. It’s easy to see that our method is the closest to the reference image, which is consistent with the visual perception in Fig. 16.

In addition, to further compare the processing effects of different algorithms, several synthesized images are also used in the experiment. As shown in Fig. 18, the (a) images are actual images with normal illumination, the (b) images are the low-light images from (a) processed by a gamma transform ($\gamma = 2$), and (c) are images enhanced with our method. The experimental results show that our new algorithm can enhance the brightness of the low illumination region and suppress the brightness of the high illumination region adaptively, and the visual effect is consistent with the actual images. In Fig. 19, the proposed method was also compared with some existing methods, in which (c)-(h) are images that have been enhanced by different methods. We can see that the enhanced results of this method are the most similar to the original image in terms of the gray-level distribution and structure, and its comprehensive performance is far superior to that of other methods; it achieves the best results.

**B. Objective Evaluation**

Because different methods have different emphases, subjective evaluation is inevitably one-sided. Therefore, objective evaluation criteria such as image quality assessment...
Methods AGCWD, SRIE, IBOOST, L2UWE, FCCE, RetinexNet, and our method, in which the results of the same are categorized as no-reference IQA and reference IQA.

IQA can be measure the performance of different methods. IQA can be (IQA) and computational complexity are used to further measure the performance of different methods. IQA can be categorized as no-reference IQA and reference IQA. (1) No-reference IQA

In this paper, the FGI (fusion of gradient information) [60] and NIQE (natural image quality evaluator) [61] were adopted as no-reference IQA metrics to measure the performances of the different methods. According to the theory of FGI and NIQE, the higher the FGI value is, the richer the details. For the NIQE, a smaller value is better.

To show the universality of the proposed method, the images from the IEC database [62], the LDR database [63], the LoL database [58], the PMEA database [64], and our self-built database were experimentally tested, the total number of the images is 986. Table I shows the objective evaluation results of methods AGCWD, SRIE, IBOOST, L2UWE, FCCE, RetinexNet, and our method, in which the results of the same database’s images were averaged as the final result, and the numbers parenthesis are standard deviation.

The method proposed in this paper can perform 7/8 the best or second-best values on the metrics of FGI and NIQE. Especially to the metric of NIQE, it obtained the three best out of the four databases. The values of all two indexes of our method are better than those of the other algorithms when applied to the LDR database and the PMEA database. To the database of LoL, the SRIE method get the best performance on the IEC database of LoL, the SRIE method get the best performance on the IEC database. The method proposed in this paper can perform 7/8 the best or second-best values on the metrics of FGI and NIQE. On the IEC database, the performance of the method are better than those of the other algorithms when applied to the LDR database and the PMEA database. To the database of LoL, the SRIE method get the best performance on the IEC database. The method proposed in this paper can perform 7/8 the best or second-best values on the metrics of FGI and NIQE. Overall, the results show that among the twelve groups of data, indicating that our method performs better overall than the others.

(2) Reference IQA

The MSSIM (multi-scale structural similarity) [65], LOE...
We used several synthesized images for experiments with various methods, including the AGCWD [54], SRIE [31], IBOOST [55], L2UWE [56], RetinexNet [58], FCCE [59] and our method, respectively. The comparison data based on these images of Fig. 17 are shown in Table II, in which the best result is bolded and the second best one is underlined. Our approach achieves the six best values of nine and the IBOOST method obtains the rest three best values. Comparing the visual perception of Fig. 16 and Fig. 17, it is easy to find that the conclusion of objective evaluation is consistent with that of subjective visual evaluation. To make the test more general, the IEC database and LoL database is also employed for objective evaluation with the metrics of MSSIM, LOE, and PSNR. From the data in Table III, the proposed method in this paper is shown to achieve all best performance with the above three metrics on the IEC database and three second-best values on the LoL database, while the IBOOST obtained the two best metrics on the IEC database and three second-best values on the LoL database. This means that the conclusions drawn from Table II and Table III are roughly the same, i.e., our method outperforms comprehensive performance over that of others.

Table II. Objective quality evaluation on images of Fig. 16 (The best result is bolded and the second best one is underlined).

<table>
<thead>
<tr>
<th>Group</th>
<th>Metrics</th>
<th>AGCWD</th>
<th>SRIE</th>
<th>IBOOST</th>
<th>L2UWE</th>
<th>RetinexNet</th>
<th>FCCE</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group1</td>
<td>MSSIM</td>
<td>0.876</td>
<td>0.939</td>
<td>0.955</td>
<td>0.761</td>
<td>0.727</td>
<td>0.863</td>
<td>0.970</td>
</tr>
<tr>
<td>MSSIM</td>
<td>LOE</td>
<td>534.850</td>
<td>266.717</td>
<td>167.166</td>
<td>926.551</td>
<td>893.877</td>
<td>129.889</td>
<td>206.075</td>
</tr>
<tr>
<td>Group2</td>
<td>MSSIM</td>
<td>0.846</td>
<td>0.738</td>
<td>0.886</td>
<td>0.810</td>
<td>0.649</td>
<td>0.844</td>
<td>0.852</td>
</tr>
<tr>
<td>MSSIM</td>
<td>LOE</td>
<td>718.598</td>
<td>344.957</td>
<td>322.953</td>
<td>674.256</td>
<td>851.689</td>
<td>497.845</td>
<td>279.406</td>
</tr>
<tr>
<td>Group3</td>
<td>MSSIM</td>
<td>0.955</td>
<td>0.843</td>
<td>0.954</td>
<td>0.879</td>
<td>0.792</td>
<td>0.911</td>
<td>0.960</td>
</tr>
<tr>
<td>MSSIM</td>
<td>LOE</td>
<td>564.459</td>
<td>346.458</td>
<td>284.519</td>
<td>622.859</td>
<td>1202.721</td>
<td>380.237</td>
<td>359.033</td>
</tr>
</tbody>
</table>

(3) Computational complexity

To compare the processing speed of various methods, we use different sizes of images to carry out experiments in MATLAB. The average time needed for 20 operations on the same image size is taken as the runtime of that size image, which is expressed by the following formula:

\[ R = \sum H_i / n \]

where \(n\) is sample quantity and \(H_i\) is the runtime of an image with a fixed size.

In Table IV, SRIE has the lowest efficiency in processing a single image, as it takes 242.02 seconds to process images of 2048×1536 pixels [68]. However, CVC [18], MSRCP [28], DCP [37], EFF [67], NPE [30], and the method in this paper take similar amounts of time. The runtime of the MSRCP method increases rapidly with increasing image size, while that of other methods increases approximately linearly with increasing image size. Among them, the proposed method has the shortest runtime and thus has lower time complexity.

Table IV. Comparison of the computational complexity (unit: seconds).

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Method</th>
<th>400×600</th>
<th>600×900</th>
<th>768×1024</th>
<th>1200×1600</th>
<th>1536×2048</th>
</tr>
</thead>
<tbody>
<tr>
<td>CVC</td>
<td>0.27</td>
<td>0.40</td>
<td>0.60</td>
<td>1.27</td>
<td>2.33</td>
<td></td>
</tr>
<tr>
<td>MSRCP</td>
<td>0.17</td>
<td>0.40</td>
<td>0.88</td>
<td>3.29</td>
<td>7.41</td>
<td></td>
</tr>
<tr>
<td>DCP</td>
<td>0.33</td>
<td>0.60</td>
<td>1.06</td>
<td>2.42</td>
<td>3.89</td>
<td></td>
</tr>
<tr>
<td>SRIE</td>
<td>7.08</td>
<td>13.61</td>
<td>22.38</td>
<td>101.91</td>
<td>242.02</td>
<td></td>
</tr>
<tr>
<td>EFF</td>
<td>0.42</td>
<td>0.62</td>
<td>0.94</td>
<td>1.86</td>
<td>3.03</td>
<td></td>
</tr>
<tr>
<td>NPE</td>
<td>6.92</td>
<td>13.27</td>
<td>21.33</td>
<td>52.29</td>
<td>89.93</td>
<td></td>
</tr>
<tr>
<td>Our method</td>
<td>0.27</td>
<td>0.36</td>
<td>0.48</td>
<td>0.88</td>
<td>1.33</td>
<td></td>
</tr>
</tbody>
</table>

That is, our method is equally consistent, and the performance gain is not a compromise of stability.

Fig. 20. Runtime comparison of different steps in the proposed method.
After testing and analysis, most time consumed by our method mainly occurs in the process of converting from RGB to Lab color space. As shown in Fig. 20, the red column is the conversion time from RGB to Lab color space, and the blue column corresponds to the time consumed by enhancement operations. From these columns, it can be seen that it takes 0.181 seconds and 0.092 seconds to process 600×400 pixel images, respectively, while it takes 0.962 seconds and 0.369 seconds to process 2048×1536 pixel images, respectively. With the increase in the size of the images, the time-consuming proportion of image space conversion increases. Therefore, identifying a fast method for converting RGB to Lab color space will further improve the computational speed of the proposed method.

We find that the results of our method matched well with human subjective opinions of image quality, and are statistically superior to the other methods.

C. Adaptivity Analysis

Additionally, experiments are carried out using the proposed method on images with complex illumination and images under normal illumination. The samples are shown in Fig. 21. The first row contains the low-light images, while the second row contains the improved images. Although the enhancement effect of this method is unsatisfactory, there is no block effect or noise in the restored image, which is consistent with human visual perception. The third and fourth rows are normal illumination images and the enhancement results, respectively. For the normal illumination image, the processing result of the proposed method is nearly unchanged from the original image. Figure 21(c) shows the enhancement of haze images at night. It can be seen that this method can enhance the details of low illumination, but due to the large gray value of the haze image, the contrast will be reduced after enhancement. Therefore, only the algorithm combined with defogging can achieve satisfactory results. Overall, the proposed method can adaptively adjust parameters to different scenes and has excellent robustness and adaptability.

D. Failure Cases

In the experiment, there will be a slight over-enhancement of the bright areas in the image. Some samples are shown in Figure 22. It can be seen that for images with outdoor sky areas, it is easy to enhance the white clouds, resulting in the weakening of the sky color. This is mainly because the backlight shooting results in the brightness deviation between bright and dark areas of the image. How to enhance backlight image better is still a challenging problem.

V. CONCLUSIONS

In this paper, we focus on addressing the issues of over-enhancement due to non-uniform illumination and the lack of self-adaptability in parameter configurations during the process of low-light images enhancement. Based on the Weber-Fechner law and a logarithmic transformation, an adaptive enhancement method for color images is put forward. After the source RGB color image is converted into Lab color space and the illumination component is extracted from the scene using the Gaussian filter function. The image is logarithmically transformed by adaptively adjusting the parameters of the illumination distribution to enhance the image brightness. Finally, the saturation of the color image is compensated. Because this algorithm dynamically adjusts the parameters of logarithmic transformation by using the illumination component extracted from the scene, it plays a significant role in improving the visual quality of the image and finding details of low-light areas. Compared with the existing methods, the proposed algorithm can adaptively and quickly enhance images with complex illumination, and the enhanced image is natural. This method can be applied to video surveillance, scene restoration, and other fields and can provide a reference for image defogging and underwater image enhancement. However, the converting color space conversion of RGB and...
Lab will take most of the running time of the whole method, how to reduce and improve the efficiency of this process will be the research focus in the future.
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Highlights:

- It is a simple and effective strategy to map the gray levels of the image pixels to logarithmic space based on Weber-Fechner law;
- In the framework, the image is logarithmically transformed by adaptively adjusting the parameters of the illumination distribution to improve the brightness and has the compensation mechanism of color saturation;
- It applies local and global information to reduce the influence of non-uniform illumination on the image adaptively, and the enhanced image is clear and natural;
- This method does not need lots of data sets for training and can produce satisfying results with less computational complexity.
Title: Simple Low-light Image Enhancement Based on Weber-Fechner Law in Logarithmic Space

Wencheng Wang have made substantial contributions to the conception or design of the work; or the acquisition, analysis, or interpretation of data for the work;
Zhenxue Chen have drafted the work or revised it critically for important intellectual content;
Xiaohui Yuan have polished the paper including language, grammar, etc..
All the authors have approved the final version to be published.

The authors declared that they have no conflicts of interest to this work. We declare that we do not have any commercial or associative interest that represents a conflict of interest in connection with the work submitted.

Printed names: Wencheng Wang, Zhenxue Chen, Xiaohui Yuan
Signature:
Declaration of interests

☒The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

☐The authors declare the following financial interests/personal relationships which may be considered as potential competing interests:

[Signatures]