Controller placements for latency minimization of both primary and backup paths in SDNs
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A B S T R A C T

Software-defined networking (SDN) is a revolutionary network architecture that separates the network control layer from the underlying equipment. Multiple controllers form a logically centralized control layer in large-scale networks, which raises the controller placement problem. Most of the research on latency-oriented controller placement optimized the delay between switches and controllers assuming the network is reliable. However, the network is subject to link failures. In this paper, we formulate a novel multi-objective SDN controller placement problem with the aim to minimize the switch-to-controller communication delay for both the cases without link failure and with single-link-failure. We propose an efficient metaheuristic-based Reliability-Aware and Latency-Oriented controller placement algorithm (RALO) for multi-objective multiple controller placements. The algorithm constructs an initial feasible solution by a greedy method with network partition, then repeatedly generates new solutions with variable neighborhood search. Once a new solution is generated, the algorithm decides whether to accept the new solution as a non-dominated solution to the problem and performs update operation on the Pareto optimal solution set. Meanwhile, to avoid falling into the local optimum, the algorithm also performs perturbation and destruction operations on the current solution. We finally conduct experiments through simulations on 8 real network topologies and two kinds of generated networks conforming to ER (Erdos-Renyi) random model and small-world model. Experimental results demonstrate that the proposed algorithm can achieve a competitive performance of switch-to-controller latencies in both the cases without link failure and with single-link-failure, and the accumulated delay of primary and backup paths between the controllers and the switches. The Pareto optimal solution set provided by algorithm RALO allows network administrators with flexible choices to strike a trade-off between the switch-to-controller delay of primary and backup paths.

1. Introduction

Software-defined networking (SDN) is a revolutionary network architecture that separates the network control layer from underlying equipment [1]. In SDNs, network switches (nodes) are only responsible for data forwarding, while controllers determine the path of network packets across the switches. Upon the arrival of an unknown flow, the switch sends a flow set-up request to the controller which responds to the request with a flow entry to be installed in the flow table of the switch.

The software platform located in the centralized controller implements programmable control of the underlying hardware and achieves flexible on-demand distribution of network resources [2]. However, the constraints of processors, memory, access bandwidth, and other resources make it infeasible to implement the logical control layer with only one controller in large-scale networks. Furthermore, the control layer with one controller also faces the single-point-failure problem. To address these issues, multiple-controller architectures, such as Kandoo [3], HyperFlow [4], Onix [5], have been introduced. The multiple-controller architecture also raises a new problem, the controller placement problem, which decides the controllers’ positions and the mapping relationship between the controllers and the nodes, since random placement is far from optimal [6,7]. The controller placement decisions have an important impact on the network performance in terms of delay, reliability, etc.

In addition to the switch-to-controller latency which is critical for the performance of SDNs, reliability is an important concern for SDNs, since network failures can cause disconnections between the switches and the controllers [8], and even incur cascading failures of other controllers [9]. Upon the link failure, a backup path needs to be set up.
between the controllers and the switches. Note that the two objectives of primary path delay and backup path latency are intrinsically conflicting with each other [10]. The controllers are prone to be placed close to the switches to reduce the switch-to-controller latency on the primary paths assuming the network is ideal. However, the backup path delay may be high due to long detour paths when a link failure occurs.

Most of the research on latency-oriented controller placement optimizes the delay between the switches and the controllers with the assumption of a reliable network available. In this paper, we tackle the controller placement problem to minimize the latency of both primary and backup paths between the controllers and the switches, assuming that there is at most one link failure in the network [11].

The main contributions of this paper are as follows. We address the controller placement problem to reduce the latency of the flow setup requests with and without single-link-failure. We then formulate a novel multi-objective SDN controller placement problem to minimize the switch-to-controller communication delay for both the cases without link failure and with single-link-failure simultaneously. We propose an efficient metaheuristic-based Reliability-Aware and Latency-Oriented controller placement algorithm (RALO) for multi-objective multiple controller placement. The algorithm constructs an initial feasible solution by a greedy method with network partition, then repeatedly generates new solutions with variable neighborhood search. Once a new solution is generated, the algorithm decides whether to accept the new solution as a non-dominated solution to the problem and performs update operation on the Pareto optimal solution set. Meanwhile, to avoid falling into the local optimum, the algorithm performs perturbation and destruction operations on the current solution. The algorithm obtains a set of non-dominated solutions as the approximate solutions of the precise Pareto frontier. We finally conduct experiments through simulations on ATT and Internet2 networks and two kinds of generated networks conforming to ER (Erdos-Renyi) random model and small-world model. Experimental results demonstrate that the proposed algorithm can achieve competitive performance in terms of the switch-to-controller latencies in both the cases without link failure and with single-link failure, and the accumulated switch-to-controller delay of the primary and the backup paths between the controllers and the switches.

The rest of the paper is organized as follows. Section 2 introduces the related work. The problem is formulated in Section 3. Section 4 presents the proposed algorithm. The performance evaluation is given in Section 5, and Section 6 concludes the paper.

2. Related work

The switch-to-controller latency is critical for the performance of SDNs, and some research has been conducted on the controller placement problem with the objective of minimizing the switch-to-controller latency. Heller et al. first proposed the controller placement problem to minimize the communication latency between the switches and the controllers by deciding the number and locations of controllers [6]. Bari et al. designed a framework to tackle the problem of multiple controller placements within a WAN; according to the network state, the framework dynamically adjusts the number of active controllers and delegates a subset of switches to each controller [12]. Rath et al. introduced an approach to reducing the communication latency and increase the utilization of the controllers based on game theory; the approach decides when to add or shut down controllers dynamically [13]. Tanha et al. formulated the resilient capacitated controller placement problem which takes both the switch-controller/inter-controller latency requirements and the capacity of the controllers into account and proposed two algorithms for the problem [14]. Yao et al. introduced a latency metric to minimize the total cost of flow-setup request from the switches to the controllers to deal with the mapping between the switches and the controllers under dynamic flow variations; the metric considers the weight of switches and the delay from the switches to the controllers simultaneously, where the weight of a switch is related to the node degree of the switch and the maximum node degree in the network [15]. Sallahi et al. proposed a model to simultaneously determine the optimal number, locations, and type of controller(s) as well as the interconnections between all the network nodes by considering the capacity of the controllers and path delay [16]. Huque et al. proposed a solution to combine a controller placement algorithm with a dynamic flow management algorithm, where the locations of controller modules are determined by the switch-to-controller latency constraint and the number of the controllers at each controller module is adapted according to the traffic load [17]. Wang et al. designed a scheme to minimize the maximum latency between the controllers and the associated switches based on network partition; the scheme divides the network into multiple subnetworks with an improved α-means algorithm and a controller is deployed in each subnetwork to minimize the maximum latency between the controller and the associated switches in the subnetwork [18]. Jia et al. proposed an algorithm to provide policy-aware unicast request admission with and without end-to-end delay constraints in a software-defined network to minimize the operational cost of admitting a single request in terms of both computing resource consumption and bandwidth resource consumption for routing its data traffic, or maximizing the network throughput for a sequence of requests without the knowledge of future request arrivals [19].

Reliability is also a key problem in controller placements. Hu et al. introduced a metric called expected percentage of control path loss due to a failed network component to characterize the reliability of SDN networks and proposed a heuristic algorithm (i-u-greedy) to analyze the trade-off between reliability and latency; the expected percentage of control path loss is related to the number of control paths going through a component and the failure probability of the component [20,21]. Guo et al. studied the impact of controller placement on network resilience with interdependence graphs and cascading failure analysis and proposed a partition and selection approach to controller placements to improve the resilience [22]. Hock et al. introduced a resilience framework to cope with the resilience of link outages and proposed a Pareto-based optimal controller placement method (POCO) to maximize node-to-controller latencies and resilience in terms of failure tolerance and load balancing [23]. Lange et al. extended the POCO framework with heuristics to support large-scale networks or dynamic networks with properties changing over time [24]. Müller proposed a controller placement strategy, Survivor, to explore path diversity to optimize the survivability of networks to maximize the number of node-disjoint paths between the switches and the controllers; the strategy enhances connectivity by explicitly considering path diversity [25]. Doraballa et al. formulated a robust controller placement problem variant to maximize the network robustness for a given number of malicious node attacks and proposed an ILP based method to enumerate all solutions [26]. Vizarraga et al. proposed two strategies to improve the reliability by using redundant communication paths and backup controllers; with the first strategy, the switches are connected to a controller over two disjoint control paths; the second strategy makes switches be connected to two different controller replicas over two disjoint paths [27]. Ros et al. guaranteed the reliability of controller placements by making each switch be connected to multiple controllers [28]. Huang et al. studied a weighted cost-minimization problem to reduce the congestion in the neighboring links of the failed link and control-channel setup cost [29]. Fan et al. proposed a latency-aware reliable controller placement algorithm LARC by jointly taking into account both the communication reliability and the communication latency between the controllers and the switches if any link in the network fails [30].

Previous research has shown that both delay and reliability are important for SDNs. When a link fails in the network, we need to establish a backup path for the transmission of flow setup requests and responses between the controllers and the switches [27]. We use
the shortest path which bypasses the failed link [27] to connect the switch and its associated controller. Note that the two objectives of the primary path delay and the backup path latency are intrinsically conflicting with each other [10]. However, most existing research on latency-oriented controller placement optimizes the delay between the switches and the controllers with the assumption of a reliable network. In this paper, we study the problem of minimizing the latency in both primary and backup paths between the controllers and the switches, assuming the single-link failure may happen.

3. Problem formulation

An SDN network topology can be represented as a graph $G = (V, E)$, where $V$ is the finite set of switches and $E$ is the set of links between the nodes. $K (K \leq |V|)$ controllers are to be placed in the network. Each controller is co-located with one and only one switch [23], and the total number of requests processed by each controller should be within its processing capacity. Each switch is mapped to exactly one controller; that is, the requests of a switch cannot be split to be processed by multiple controllers. When a switch is mapped to a controller, we say the switch and the controller are associated with each other. We assume that there is at most one link failure in the network because the possibility of multi-link failures in the network is low [11].

The primary path $p_{i,k}$ between switch $i$ and controller $c_k$ is the shortest path between these two nodes. The average latency in all the primary paths in the network can be calculated via Eq. (1).

$$ p^p = \frac{\sum_{i\in V} \sum_{k\in K} c_{i,k}^p \cdot s_{i,k}}{|p_{i,k}|}. $$

(1)

Upon the failure of link $(i', j')$ on primary path $p_{i,k}$, we need to set up a backup path to connect switch $i$ and controller $c_k$. We use the shortest path which bypasses the failed link $(i', j')$ to rebuild the connection between switch $i$ and its associated controller $c_k$. Since every link on primary path $p_{i,k}$ may fail, we calculate the average backup path latency between switch $i$ and controller $c_k$ via Eq. (2). Considering all single link failures in the network, the average latency of all the backup paths in the network is calculated in Eq. (3).

$$ p^b_{i,k} = \frac{\sum_{i'\in V} \sum_{j'\in V} c_{i',j'} \cdot s_{i',j'}}{|p_{i,k}|}. $$

(2)

$$ p^b = \frac{\sum_{i'\in V} \sum_{j'\in V} c_{i',j'} \cdot s_{i',j'}}{|p_{i,k}|}. $$

(3)

In this paper, we aim to determine where to place each controller and the exact association relationship between the controllers and the switches, to optimize both the average primary path latency and the average backup path latency. In other words, our optimization objective is to minimize

$$ [p^p, p^b]. $$

(4)

Subject to

$$ \sum_{k=1}^{K} x_{i,k} = 1, \quad \forall i \in V, $$

(5)

$$ \sum_{i=1}^{N} y_{i,k} = 1, $$

(6)

$$ y_{i,k} \leq x_{i,k}, \quad \forall i \in V, $$

(7)

$$ \sum_{i=1}^{N} x_{i,k} r_i \leq u_k, $$

(8)

$$ x_{i,k} \in [0,1], \quad y_{i,k} \in [0,1]. $$

(9)

Eq. (5) ensures that each switch is assigned to exactly one controller. Eq. (6) mandates that each controller is co-located with one and only one switch. Eq. (7) dictates that switch $i$ is mapped to controller $c_k$ if controller $c_k$ is co-located with switch $i$. Eq. (8) signifies that the number of requests assigned to the controller cannot exceed the processing capacity of the controller. Eq. (9) ensures that $x_{i,k}$ and $y_{i,k}$ are binary integer variables.

4. Controller placement algorithm

It is known that the controller placement problem to minimize the latency of primary paths is an $\mathcal{NP}$-complete problem [6]. The controller placement problem in this paper is $\mathcal{NP}$-complete too, as the former is a special case of our problem by ignoring the optimization of the latency of backup paths.

In this section, we propose an efficient metaheuristic-based Reliability-Aware and Latency-Oriented controller placement algorithm (RALO) for the multi-objective controller placement problem. The algorithm constructs an initial feasible solution by dividing the network nodes into multiple switch subsets and allocating a controller in each switch subset according to the switch-to-controller communication delay and controller processing capacity since it is shown that network partitioning can help controller placements [18]. The algorithm then repeatedly generates new solutions with variable neighborhood search (VNS). Meanwhile, to avoid falling into the local optimum, the algorithm performs perturbation and destruction operations on the current solution.

For a feasible solution $X'$, we decide whether to accept solution $X'$ as a non-dominated solution to the problem and performs Update operation on the Pareto optimal solution set $X$ according to the following rules:

1. If solution $X'$ performs better in both of the goals than any existing Pareto optimal solution $X''$, Algorithm 1 adds solution $X'$ into set $X$ as a Pareto optimal solution, and deletes solution $X''$ from Pareto optimal solution set $X$.
2. If solution $X'$ only performs better in one of the two objectives than all the existing Pareto optimal solutions, Algorithm 1 adds solution $X'$ as a Pareto optimal solution into set $X$.
3. If solution $X'$ performs worse in both of the two goals than any existing Pareto optimal solutions, solution $X'$ is dropped.

The controller placement algorithm RALO shown in Algorithm 1 consists of five components: initial solution construction (division and construction), VNS, perturbation, controller relocation, and shake. In each component, once a new solution is generated, the algorithm conducts update operation on the Pareto optimal solution set.

Algorithm 1 starts with the construction of an initial feasible solution. The construction is divided into two steps: node subset division (step 2) and controller placement in each node subset (step 3). Algorithm 1 then generates new solutions and accepts the new feasible non-dominated solutions to the problem by the operations of perturbing, destroying the current solution, changing controller location, local search, etc.

Algorithm 1 proceeds to find new solutions iteratively within a maximum number of iterations determined by the parameter $t_{\text{max}}$. During each iteration, the mapping relationship between the controllers and the switches is perturbed (step 6) and the variable neighborhood search is performed (step 7), followed by the positions change of the controllers (step 8). If the current solution is worse than all of the found Pareto optimal solutions, the current solution is perturbed greatly by shake operation so that the solution can jump to another solution space to avoid falling into the local optimum (steps 9–11).

4.1. Initial solution construction

The initial feasible solution is carefully constructed with two steps: node subset division and controller placement in each subset, as illustrated in Algorithm 2 and Algorithm 3, respectively.

Algorithm 2 divides the network nodes into $K$ subsets by finding $K$ potential controller locations in turn. Assume $C'$ is the set of potential controller locations. Initially, a random node $i$ is chosen as the first potential controller location, and $C' = \{i\}$ (step 1). For each node,
We find $L_{i}$, i.e., the delay of the node to the closest potential controller position as follows:

$$L_{i} = \min_{c_{k} \in C} L_{i,k} \quad \forall i \in V. \quad (10)$$

Every time after a potential controller location is found, Algorithm 2 updates $L_{i}$ for all the nodes, and then chooses the node with maximum $L_{i}$ as the next potential controller location; that is, the chosen node $i'$ = argmax$_{i \in V - C'}$ $L_{i}$. Algorithm 3 repeats the process of selecting the node with maximum $L_{i}$ as a new potential controller location (step 6) until we get all the $K$ potential locations. Each of the $K$ nodes forms a subset $S_{k}$; that is, subset $S_{k}$ contains only one node $k$. Algorithm 3 assigns each node $i$ to subset $S_{k}$ which causes the minimum cost from node $i$ to the $k$th potential controller location (steps 12–15).

Algorithm 3 chooses the location for each controller in each node subset obtained by Algorithm 2, and maps each node to a controller under the controller processing capacity constraint. It is advantageous to deploy the controller on a node with a large number of requests from nearby nodes. In Algorithm 3, the node with the maximum number of requests from the nodes in two hops is chosen as the controller location in each subset (steps 4–7). The algorithm sorts all the other nodes in each subset $S_{k}$ by the non-ascending order of the number of requests (step 9) and assigns each node to the controller under the controller capacity constraint (steps 10–14). For the nodes that cannot be assigned

### Table 1

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>The number of nodes/switches ($N =</td>
</tr>
<tr>
<td>$C$</td>
<td>Controller set</td>
</tr>
<tr>
<td>$K$</td>
<td>The number of controllers ($K \leq N$)</td>
</tr>
<tr>
<td>$i,j$</td>
<td>The link between nodes $i$ and $j$</td>
</tr>
<tr>
<td>$r_{i}$</td>
<td>The number of requests from switch $i$ ($1 \leq i \leq N$)</td>
</tr>
<tr>
<td>$c_{k}$</td>
<td>Controller $c_{k}$</td>
</tr>
<tr>
<td>$u_{k}$</td>
<td>The processing capacity of controller $c_{k}$ ($1 \leq k \leq K$)</td>
</tr>
<tr>
<td>$x_{i,k}$</td>
<td>Indicate whether switch $i$ is mapped to controller $c_{k}$ ($= 1$) or not ($= 0$)</td>
</tr>
<tr>
<td>$y_{i,k}$</td>
<td>Denote whether controller $c_{k}$ is co-located with switch $i$ ($= 1$) or not ($= 0$)</td>
</tr>
<tr>
<td>$p_{i,k}$</td>
<td>The primary path between switch $i$ and controller $c_{k}$</td>
</tr>
<tr>
<td>$l_{i,k}$</td>
<td>The latency of the primary path between switch $i$ and controller $c_{k}$</td>
</tr>
<tr>
<td>$l_{i,k,'}$</td>
<td>The average latency of the backup paths between switch $i$ and controller $c_{k}$</td>
</tr>
<tr>
<td>$X'$</td>
<td>A feasible solution</td>
</tr>
<tr>
<td>$X''$</td>
<td>The subset of switches mapped to controller $c_{k}$ in feasible solution $X'$</td>
</tr>
<tr>
<td>$f(X')$</td>
<td>The set of switches whose delay to the associated controller is the largest in its corresponding switch subset</td>
</tr>
<tr>
<td>$X$</td>
<td>Pareto optimal solution set</td>
</tr>
</tbody>
</table>

### Algorithm 1 Controller Placement Algorithm RALO

**Input:** Network topology $G = (V, E)$, the number of requests of the switches, the number of controllers $K$, the number of iterations $r_{max}$, parameters $\alpha$, $\beta$.

**Output:** Pareto optimal solution set $X$.

1: $X = \emptyset$;
2: $S = \text{Division}(G, K)$;
3: $X' = \text{Construction}(G, S, K, X)$;
4: $r = r_{max}$;
5: while $r > 0$ do
6:   Perturbation $(X', \alpha)$;
7:   $X'' = \text{VNS}(X', \beta, X)$;
8:   $X' = \text{Relocation}(X', X)$;
9:   if $X'$ is worse than all the solutions in $X$ then
10:      $X' = \text{Shake}(X', \eta)$;
11: end if
12: $r = r - 1$;
13: end while
14: return $X$.

### Algorithm 2 Division

**Input:** Network topology $G = (V, E)$, the number of controllers $K$.

**Output:** Subset division $S = \{S_{1}, S_{2}, \ldots, S_{k}, \ldots, S_{K}\}$.

1: Choose $i \in V$; $C' = \{i\}$; $k = 1$; $S_{k} = \{i\}$;
2: for each $i \in V - C'$ do
3:   $L_{i} = l_{i,k}$, $c_{k} \in C'$;
4: end for
5: while $|C'| < K$ do
6:   $i' = \arg\max_{i \in V - C'} L_{i}$;
7:   $k = k + 1$; $S_{k} = \{i'\}$; $C' = C' \cup \{i'\}$;
8: for each $i \in V - C'$ do
9:   $L_{i} = \min_{c_{k} \in C'} l_{i,k}$;
10: end for
11: end while
12: for each $i \in V - C'$ do
13:   $k = \arg\min_{k} l_{i,k}$;
14:   $S_{k} = S_{k} \cup \{i\}$;
15: end for
16: return $S$. 

---
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to a controller, the algorithm maps each of the unassigned nodes to the closest (least primary paths delay) controller which has enough processing capacity to serve the requests from the node (steps 16–18).

After finding the new solution, the algorithm performs Update operation on the Pareto optimal solution set (step 19).

4.2. Variable neighborhood search

VNS shown in Algorithm 4 searches the neighborhood of the current solution to generate new feasible solutions. We denote \( L_1(X', \beta) \) and \( L_2(X', \beta) \) as the set consisting of the nodes whose latencies of the primary paths and the backup paths to the associated controller are among the top \( \beta \) largest in the corresponding node subset, respectively. For nodes in \( L_1(X', \beta) \) (\( s \in \{1,2\} \)), we define two operations: remap\((i, k, q)\) and swap\((i, j)\).

Operation remap\((i, k, q)\) reassigns switch \( i \in L_j(X', \beta) \) (\( s \in \{1,2\} \)) from the originally assigned controller \( c_i \) to another controller \( c_j \) (\( k \neq q \)) to generate a new solution, and the benefit of the remapping operation is defined by Eqs. (11) and (12).

\[
\begin{align*}
x_1^*(i, k, q) &= l_{i,k}^q - l_{i,q}^p. \quad (11) \\
x_2^*(i, k, q) &= l_{i,k}^q - l_{i,q}^p. \quad (12)
\end{align*}
\]

where \( x_1^*(i, k, q) > 0 \) and \( x_2^*(i, k, q) > 0 \) indicate that the delay on the primary paths and the backup paths will be reduced, respectively, if switch \( i \) originally assigned to controller \( c_k \) is remapped to controller \( c_q \).

Operation swap\((i, j)\) remaps switch \( i \) originally assigned to controller \( c_j \) to controller \( c_i \), and reassigns switch \( j \) (\( i \neq j \)) originally mapped to controller \( c_i \) to controller \( c_j \) (\( k \neq q \)). The benefit of the swap operation is defined by Eqs. (13) and (14). If \( x_2^*(i, j, k, q) > 0 \) (\( s \in \{1,2\} \)), we can decrease the delay by swapping the mapping relationship between the switches and the controllers.

\[
\begin{align*}
x_1^*(i, j, k, q) &= (l_{i,k}^q + l_{i,q}^p) - (l_{i,j}^q + l_{i,j}^p). \quad \text{for } k \neq j, \quad \text{and [13]} \quad (13) \\
x_2^*(i, j, k, q) &= (l_{i,k}^q + l_{i,q}^p) - (l_{i,j}^q + l_{i,j}^p). \quad \text{for } k \neq j, \quad \text{and [14]} \quad (14)
\end{align*}
\]

Note that the two neighborhood search operations will be executed only when \( x_1^*(i, j) > 0 \) (\( s \in \{1,2\} \)). Once the neighborhood search operations are executed, a new solution is generated, and the algorithm performs update operation on the Pareto solution set \( \mathcal{X} \) (steps 11 and 19). In step 24, the solution with less average primary path delay is considered to be a better solution when \( s = 1 \). Similarly, the solution achieving less average backup path latency is a better solution when \( s = 2 \).

4.3. Perturbation

Perturbation reassigns some of the switches to other controllers for each node subset as shown in Algorithm 5. Perturbation consists of two phases: destruction and remapping. In the destruction phase, a percentage \( \alpha \) (\( 0 < \alpha < 1 \)) of the switches will be removed from their mapped controller for each node subset. Assuming switch \( i \) is originally mapped to controller \( c_i \), the association between switch \( i \) and controller \( c_i \) is removed with the probability of \( \rho_i \) defined by Eq. (15). The switch with a large delay to its assigned controller is likely to be unassigned.

\[
\rho_i = \frac{\phi_i}{\sum_{k \in \mathcal{K}} \phi_i}. \quad (15)
\]

The remapping phase first sorts the removed nodes in the non-ascending order of the delay between the nodes and the originally assigned controllers and then maps each of the removed nodes to the closest (least primary paths delay) controller in turn under the controller processing capacity constraint.

4.4. Controller relocation

Controller relocation attempts to increase the performance of the feasible solutions by moving a controller to a different position in the same node subset as illustrated in Algorithm 6. For controller \( c_k \) and corresponding subset \( X_k' \) in feasible solution \( X' \), the benefit of moving controller to node \( q \) is defined by Eqs. (16) and (17).

\[
\begin{align*}
x_1^*(k, q) &= \sum_{i \in X_k'} (l_{i,k}^q - l_{i,q}^p). \quad (16) \\
x_2^*(k, q) &= \sum_{i \in X_k'} (l_{i,k}^q - l_{i,q}^p). \quad (17)
\end{align*}
\]

where \( x_1^*(k, q) > 0 \) (\( s \in \{1,2\} \)) indicates that moving the position of controller \( c_k \) to node \( q \) will reduce the node-to-controller delay. For each node subset in the feasible solution, Algorithm 6 attempts to find a better solution by checking all the different node positions for the controller in the corresponding subset. If a better position for the controller is found, the controller is moved to the found place, and Algorithm 6 reassigns all the switches in the subset to the controller at the new location. The algorithm then decides whether to accept the new solution as a non-dominated solution to the problem and performs Update operation on the Pareto frontier.

4.5. Shake

Shake shown in Algorithm 7 destroys the current solution significantly so that the solution can jump to a solution space far away. Shake attempts to find better controllers for the nodes with the largest node-to-controller communication delay in each subset. We denote \( \tau_i \) as the controller to which switch \( i \) is mapped and \( \ell(X') \) as the set of switches, each having the largest primary path delay to the associated controller in its corresponding subset. For each switch \( i \in \ell(X') \), Shake destroys \( \eta \) number of the subsets in the current solution. We define \( \mathcal{W}' = \{ X'_1, X'_k, \ldots, X'_{\eta} \} \), where \( X'_1, X'_k, \ldots, X'_{\eta} \) are the \( \eta \) subsets with the smallest primary path delay between switch \( i \) and the corresponding controllers in the \( \eta \) subsets, assuming \( k_i \) is the index of the controller in subset \( X'_k \). The \( \eta \) subsets are sorted, with \( X'_1 \) as the subset having the least primary path delay from the subset controller to switch \( i \in \mathcal{W}' \). We create new topology \( G' = (V', E', W') \), where \( W' \) consists of all nodes \( i \in \mathcal{W}' \) and \( E' = \{(i,j)\} \) every \( i,j \in \mathcal{V}' \), \( \mathcal{W}' = \{(w_i | w_i \in \mathcal{V}) \} \) is the length of path \( p_{i,j} \) in original topology \( G \), \( i,j \in \mathcal{V}' \). For each switch \( i \), if \( \tau_i = k_i \), we destroy all the \( \eta \) subsets in \( \mathcal{W}' \), and reassign all the nodes in \( \mathcal{W}' \) with the same process in the initial solution construction. The solution might be destroyed greatly by remapping these nodes.

If there is no node \( \phi' \in \ell(X') \) mapped to the closest controller \( \tau_i = k_i \), steps [1–10] do not destroy the current solution. Algorithm 7 then reconstructs all the subsets of the current solution. The reconstruction method is slightly different from the initial solution construction process in terms of the selection of the K potential controller positions in the subset partition. We calculate \( \phi(i) \) for each node \( i \in \mathcal{V} \) as

\[
\phi(i) = \frac{\phi_i}{\sum_{k \in \mathcal{K}} \phi_i}, \quad (18)
\]

where \( \phi(i) \) is the probability of selecting node \( i \) as a potential controller position.

A large amount of the requests from all the nodes that can reach node \( i \) in two hops results in a greater value of \( \phi(i) \). Each node is selected as a potential controller position with probability \( \phi(i) (i \in \mathcal{V}) \). We select \( K \) potential controller positions and form \( K \) node subsets with each having only one node, i.e., the node at the selected position. Algorithm 7 then assigns each node \( i \) to subset \( S_i \) which incurs the minimum primary path delay from node \( i \) to the 4th potential controller location. Note that if the value of \( \phi(i) (\forall i \in \mathcal{V}) \) remains unchanged, the algorithm will potentially generate a few same node subset partitions, since node \( i \) with a high value of \( \phi(i) \) is always likely to be selected.
Algorithm 3 Construction

Input: Network topology $G = (V, E)$, Pareto optimal solution set $X'$, the number of requests of the switches, the number of controllers $K$, subset division $S^r$.

Output: Feasible solution $X'$.

1: for $1 \leq k \leq K$ do
2: $X_k = \emptyset$;
3: end for
4: for $1 \leq k \leq K$ do
5: $k^* = \arg \max_i \sum_{j \in S_k} r_{ij}$;
6: $c_k = c_{k^*}$;
7: end for
8: for $1 \leq k \leq K$ do
9: Sort all the nodes in subset $S_k$ by the non-ascending order of the total number of requests from the nodes;
10: for each $i \in S_k$ do
11: if controller $c_k$ has enough capacity to serve the requests from node $i$ then
12: $X_k = X_k \cup \{i\}$;
13: end if
14: end for
15: end for
16: if there are unassigned nodes then
17: Assign each of the unassigned nodes to the closest controller with enough capacity to accommodate the requests from the node;
18: end if
19: Update($X$);
20: return $X'$.

We evaluate the performance of the proposed algorithm against the optimal solution OPT [31], algorithm LARC [30], algorithm Survivor [25], and algorithm PSA [24]. We obtain the optimal solution on each objective in the controller placement problem defined in Section 3 via CPLEX 12.8.0 by ignoring the other objective. Algorithm LARC introduces the accumulated delay by integrating the two sub-objectives of the primary path delay and backup path latency into one objective; that is, algorithm LARC minimizes the weighted sum of the primary and the backup path delay as $l_{ij} = l_{p_{ij}} + l_{s_{ij}}$ ($l_1 + l_2 = 1, 0 \leq l_1, l_2 \leq 1$). Algorithm LARC places each controller by searching the location that incurs the least path cost between each unassigned switch and the controller. Algorithm Survivor places the controllers by solving the linear programming problem to maximize the average number of disjoint paths between each switch and its controller. Algorithm PSA used in extended POCO [24] is a meta-heuristic multi-objective optimization algorithm based on simulated annealing; the algorithm drops the temperature from an initial value to 1 and searches the solution for many times at each temperature during the dropping. In this paper, the initial temperature and the number of search times at each temperature are set as 50 and 90 for algorithm PSA, respectively [24]. Algorithm RALO deals with the multi-objective problem and provides a Pareto optimal solution set which allows network administrators with flexible choices of the solutions. For comparison of these two algorithms, we select one solution from the Pareto optimal solution set obtained by Algorithm RALO and calculate the accumulated (weighted) delay in the same way as algorithm LARC.

The network topologies used in the simulations are 8 real network topologies from Internet topology zoo [32], as well as two kinds of network topologies (Generated networks I and Generated networks II) generated by Stanford Network Analysis Platform (SNAP) [33]. The parameters of the real networks are shown in Table 2, where $R$ is the range of the number of controllers, i.e. $[K_{\min}, K_{\max}]$, and $R'$ and $M$ denote the number of nodes and edges, respectively. Generated networks I is a set of network topologies which conform to the ER (Erdos-Renyi) random model, while Generated networks II is a set of network topologies which conform to the small-world model. Each kind of generated networks includes 10 network topologies. The parameters of these generated networks are shown in Table 3, where $K'$ is the average number of the nearest neighbors to which each node is connected.

All the controllers have identical computing capacity of 1000 kilo-requests/s, and each switch generates the requests with a rate of 200 kilo-requests/s. We use the geographical distance between two locations as an approximation of latency [6]. The latency on each edge is

---

### Table 2

The parameters of real network topologies.

<table>
<thead>
<tr>
<th>Allience</th>
<th>Ames</th>
<th>ATT</th>
<th>Darkstrand</th>
<th>Internet2</th>
<th>Savvis</th>
<th>Spiralight</th>
<th>Xpedius</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{N}$</td>
<td>11</td>
<td>34</td>
<td>25</td>
<td>28</td>
<td>34</td>
<td>19</td>
<td>15</td>
</tr>
<tr>
<td>$R$</td>
<td>[3, 8]</td>
<td>[8, 13]</td>
<td>[6, 11]</td>
<td>[7, 12]</td>
<td>[9, 14]</td>
<td>[4, 9]</td>
<td>[4, 9]</td>
</tr>
</tbody>
</table>

### Table 3

The parameters of Generated networks I and Generated networks II.

<table>
<thead>
<tr>
<th>I</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{N}$</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>$M$</td>
<td>100</td>
<td>100</td>
<td>150</td>
<td>150</td>
<td>200</td>
<td>200</td>
<td>250</td>
<td>250</td>
<td>300</td>
<td>300</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>II</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{N}$</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>$K'$</td>
<td>2</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3.5</td>
<td>3.5</td>
<td>4</td>
</tr>
</tbody>
</table>
Algorithm 4 VNS

Input: Network topology $G = (V, E)$, Pareto optimal solution set $X'$, the number of requests of the switches, the number of controllers $K$, feasible solution $X'$ and parameter $\beta$.

Output: New feasible solution $X''$.

1: $h = 1$;
2: $s = 1$;
3: while $s \leq 2$ do
4: while $h \leq 2$ do
5: $X'' = X'$;
6: for each $i \in L_{\epsilon}(X'', \beta)$ do
7: if $h = 1$ then
8: $k^* = \arg\max \pi_k(i, k, q);$
9: if $\pi_k'(i, k, k^*) > 0 \& u_k^* + r_i \geq r_i$ then
10: remap$(i, k, k^*);$ 
11: end if
12: end if
13: end for
14: if $h = 2$ then
15: for each $i \in V$ do
16: $j^* = \arg\max \pi_j(i, j)$;
17: if $\pi_j'(i, j', k, q) > 0 \& u_k^* + r_i \geq r_i \& u_j^* + r_{j'} \geq r_{j'}$ then
18: swap$(i, j')$;
19: end if
20: end for
21: end if
22: end for
23: if $X''$ is better than $X'$ then
24: $X' = X''$;
25: $h = 1$;
26: else
27: $h = h + 1$;
28: end if
29: end while
30: $s = s + 1$;
31: end while
32: end while
33: return $X''$.

In this section, we define $GAP$ via Eq. (19) to indicate the difference between the result obtained by an algorithm and the optimal solution OPT.

$$GAP = |R_{OPT} - R_{OPT_{OPT}}|.$$  

(19)

where $R$ represents the result obtained by an algorithm. The smaller the value of $GAP$, the better the result obtained by the algorithm.

5.2. Performance evaluation of the proposed algorithm

In this section, we define $GAP$ via Eq. (19) to indicate the difference between the result obtained by an algorithm and the optimal solution OPT.

In conclusion, Algorithm RALO outperforms algorithms LARC, PSA, and Survivor in terms of primary path latency.
backup path delay. The worst average primary latency performance is obtained by algorithm Survivor. Survivor aims to maximize the number of disjoint paths between the switches and the associated controllers, and Survivor ignores the latency during controller placements.

### 5.2.2. Average latency of backup paths

Table 5 shows the average latency of backup paths obtained by the algorithms and the optimal solution with a different number of controllers in the real network topologies. The weights of the primary and the backup path latencies with algorithm LARC are set as $\lambda_1 = 0$ and $\lambda_2 = 1$, respectively. That is, algorithm LARC only optimizes the backup path latency by ignoring the primary path delay. In this way, algorithm LARC can achieve the best backup path delay performance within the capability of LARC. The $\text{GAP}$ obtained by RALO, PSA, LARC, and Survivor varies from 0 to 0.5143, from 0 to 0.986, from 0.0008 to 3.4644, and from 0.2875 to 7.4776, respectively. In general, algorithm RALO performs better than algorithms PSA, LARC, and Survivor in terms of backup path latency.

Figs. 2(a)–(b) demonstrate the average latency of backup paths with algorithms RALO, LARC, PSA, Survivor, and the optimal solution with different numbers of controllers in generated networks I and generated networks II, respectively. In general, the average backup path latency decreases with the increase of the number of controllers. More controllers enable wider controller distribution in the network so that the backup latency is reduced. Algorithm RALO always obtains better performance than algorithms LARC, PSA, and Survivor on all the generated networks, since algorithm RALO finds the controller positions after traversing a large solution space. Particularly, the performance improvement of algorithm RALO over algorithms LARC, PSA, and Survivor reaches up to 12.9%, 8.1%, and 36.1%, respectively, in generated networks II, respectively. In general, the average backup path latency decreases with the increase of the number of controllers. More controllers enable wider controller distribution in the network so that the backup latency is reduced. Algorithm RALO always obtains better performance than algorithms LARC, PSA, and Survivor on all the generated networks, since algorithm RALO finds the controller positions after traversing a large solution space. Particularly, the performance improvement of algorithm RALO over algorithms LARC, PSA, and Survivor reaches up to 12.9%, 8.1%, and 36.1%, respectively, in generated networks II.

### 5.2.3. Average accumulated latency with different numbers of controllers

In this section, we evaluate the performance of the algorithms in terms of average accumulated latency. The accumulated latency is the...
Algorithm 7 Shake

**Input:** Network topology $G = (V, E)$, the number of requests of the switches, the number of controllers $K$, feasible solution $X'$ and parameter $\eta$.

**Output:** New feasible solution $X''$.

1: for all $i \in \mathcal{E}(X')$ do
2: Calculate $W'$;
3: Create $G'$;
4: if $k_1 = \tau_i'$ then
5: $X' = X' \setminus W'$;
6: $S' = \text{Division}(G', \eta);$
7: $X'' = \text{Construction}(G', S', \eta);$
8: $X'' = X' \cup X'';$
9: end if
10: end for
11: if there is no $k_1 = \tau_i'$ for all $i' \in \mathcal{E}(X')$ then
12: $C' = \emptyset$
13: while $|C'| < K$ do
14: Choose $i \in V$ using probability $\phi(i) = \frac{\sum_{i' \in H_i} r_{i'}}{\sum_{j \in V} r_j};$
15: $C' = C' \cup \{i\};$
16: $\phi(i) = \phi(i) - \nu$;
17: if $\phi(i) < T$ then
18: $\phi(i) = \frac{\sum_{i' \in H_i} r_{i'}}{\sum_{j \in V} r_j};$
19: end if
20: end while
21: for $1 \leq k \leq K$ do
22: $S_k = \emptyset$;
23: end for
24: for $i \in V$ do
25: $k = \arg\min_{k' \in C} i_{k'}^{\mathcal{P}};$
26: $S_k = S_k \cup \{i\};$
27: end for
28: $X'' = \text{Construction}(G, S, K);$
29: end if
30: return $X''$. 

Fig. 1. The average latency of primary paths on generated networks.

weighted sum of primary and back path latency, and the weights of the primary and the backup path latency are set as $\lambda_1 = 0.8$ and $\lambda_2 = 0.2$, respectively.

Table 6 lists the accumulated latency obtained by all the algorithms and the optimal solution with different numbers of controllers in the real network topologies. The average $\text{GAP}$ obtained by algorithms RALO, LARC, PSA, and Survivor is 0.0201, 0.0916, 0.0872, and 1.3218, respectively. The average $\text{GAP}$ of algorithm RALO is the smallest among the four algorithms; that is, the accumulated latency obtained by algorithm RALO is smaller than that obtained by algorithms LARC, PSA, and Survivor.

Figs. 3(a)-(b) illustrate the average accumulated latency by varying the number of controllers in the networks of generated networks I and generated networks II, respectively. In general, the accumulated
Table 4
The average latency (km) of primary paths on real network topologies.

<table>
<thead>
<tr>
<th>Network</th>
<th>Algorithm</th>
<th>$K_{min}$</th>
<th>$K_{min} + 1$</th>
<th>$K_{min} + 2$</th>
<th>$K_{min} + 3$</th>
<th>$K_{min} + 4$</th>
<th>$K_{max}$</th>
<th>Best GAP</th>
<th>Worst GAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abilene</td>
<td>LARC</td>
<td>682.14</td>
<td>469.20</td>
<td>390.06</td>
<td>243.40</td>
<td>166.15</td>
<td>116.44</td>
<td>0.0256</td>
<td>0.1749</td>
</tr>
<tr>
<td></td>
<td>RALO</td>
<td>662.55</td>
<td>441.46</td>
<td>332.00</td>
<td>228.45</td>
<td>162.00</td>
<td>99.50</td>
<td>0.0000</td>
<td>0.1211</td>
</tr>
<tr>
<td>($K_{min} = 3$)</td>
<td>PSA</td>
<td>701.81</td>
<td>441.45</td>
<td>346.63</td>
<td>228.45</td>
<td>162.00</td>
<td>99.50</td>
<td>0.0000</td>
<td>0.1875</td>
</tr>
<tr>
<td></td>
<td>Survivor</td>
<td>1281.46</td>
<td>850.00</td>
<td>1191.09</td>
<td>539.55</td>
<td>619.36</td>
<td>294.18</td>
<td>0.9274</td>
<td>2.8232</td>
</tr>
<tr>
<td></td>
<td>OPT</td>
<td>591.00</td>
<td>441.00</td>
<td>332.00</td>
<td>228.00</td>
<td>162.00</td>
<td>99.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arnes</td>
<td>LARC</td>
<td>18.19</td>
<td>14.73</td>
<td>13.54</td>
<td>12.14</td>
<td>11.55</td>
<td>10.34</td>
<td>0.0412</td>
<td>0.1192</td>
</tr>
<tr>
<td>($K_{min} = 8$)</td>
<td>PSA</td>
<td>19.47</td>
<td>15.64</td>
<td>13.44</td>
<td>12.70</td>
<td>11.58</td>
<td>10.14</td>
<td>0.0742</td>
<td>0.1292</td>
</tr>
<tr>
<td></td>
<td>Survivor</td>
<td>48.82</td>
<td>38.88</td>
<td>40.29</td>
<td>35.29</td>
<td>41.29</td>
<td>39.50</td>
<td>1.7947</td>
<td>2.8413</td>
</tr>
<tr>
<td></td>
<td>OPT</td>
<td>17.47</td>
<td>13.85</td>
<td>12.50</td>
<td>11.47</td>
<td>10.32</td>
<td>9.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATT</td>
<td>LARC</td>
<td>511.92</td>
<td>393.30</td>
<td>280.16</td>
<td>237.08</td>
<td>214.31</td>
<td>193.41</td>
<td>0.0135</td>
<td>0.3497</td>
</tr>
<tr>
<td>($K_{min} = 6$)</td>
<td>PSA</td>
<td>442.92</td>
<td>402.04</td>
<td>327.20</td>
<td>297.20</td>
<td>263.16</td>
<td>161.26</td>
<td>0.1560</td>
<td>0.3045</td>
</tr>
<tr>
<td>($K_{min} = 11$)</td>
<td>Survivor</td>
<td>1322.48</td>
<td>1227.6</td>
<td>1225.96</td>
<td>1277.28</td>
<td>961.8</td>
<td>595.68</td>
<td>2.1861</td>
<td>4.4603</td>
</tr>
<tr>
<td></td>
<td>OPT</td>
<td>379.28</td>
<td>308.20</td>
<td>259.76</td>
<td>233.92</td>
<td>210.00</td>
<td>186.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Darkstrand</td>
<td>LARC</td>
<td>396.21</td>
<td>348.16</td>
<td>272.36</td>
<td>258.76</td>
<td>238.04</td>
<td>220.31</td>
<td>0.0187</td>
<td>0.1358</td>
</tr>
<tr>
<td>($K_{min} = 7$)</td>
<td>PSA</td>
<td>449.03</td>
<td>377.64</td>
<td>316.60</td>
<td>271.25</td>
<td>241.60</td>
<td>223.46</td>
<td>0.0831</td>
<td>0.2402</td>
</tr>
<tr>
<td>($K_{min} = 12$)</td>
<td>Survivor</td>
<td>1409.04</td>
<td>1651.07</td>
<td>1161.61</td>
<td>1202.59</td>
<td>1028.29</td>
<td>595.68</td>
<td>2.1861</td>
<td>4.3863</td>
</tr>
<tr>
<td></td>
<td>OPT</td>
<td>362.07</td>
<td>306.53</td>
<td>267.35</td>
<td>243.57</td>
<td>223.97</td>
<td>202.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet2</td>
<td>LARC</td>
<td>330.85</td>
<td>291.38</td>
<td>252.92</td>
<td>234.77</td>
<td>215.40</td>
<td>200.60</td>
<td>0.0070</td>
<td>0.0581</td>
</tr>
<tr>
<td>($K_{min} = 9$)</td>
<td>PSA</td>
<td>312.67</td>
<td>278.58</td>
<td>251.17</td>
<td>231.82</td>
<td>214.58</td>
<td>195.26</td>
<td>0.0000</td>
<td>0.0279</td>
</tr>
<tr>
<td>($K_{min} = 14$)</td>
<td>Survivor</td>
<td>1347.41</td>
<td>1218.65</td>
<td>970.82</td>
<td>1063.21</td>
<td>1038.47</td>
<td>800.46</td>
<td>2.8652</td>
<td>4.7720</td>
</tr>
<tr>
<td></td>
<td>OPT</td>
<td>312.67</td>
<td>278.58</td>
<td>251.17</td>
<td>231.82</td>
<td>208.76</td>
<td>190.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Savvis</td>
<td>LARC</td>
<td>493.12</td>
<td>376.89</td>
<td>272.73</td>
<td>216.29</td>
<td>195.89</td>
<td>167.01</td>
<td>0.0015</td>
<td>0.1338</td>
</tr>
<tr>
<td>($K_{min} = 4$)</td>
<td>PSA</td>
<td>465.78</td>
<td>332.42</td>
<td>272.31</td>
<td>215.94</td>
<td>185.73</td>
<td>154.31</td>
<td>0.0000</td>
<td>0.0066</td>
</tr>
<tr>
<td>($K_{min} = 9$)</td>
<td>Survivor</td>
<td>1404.68</td>
<td>1385.16</td>
<td>1311.95</td>
<td>965.84</td>
<td>1299.90</td>
<td>1015.74</td>
<td>2.0158</td>
<td>6.0447</td>
</tr>
<tr>
<td></td>
<td>OPT</td>
<td>465.78</td>
<td>332.42</td>
<td>272.31</td>
<td>215.94</td>
<td>184.52</td>
<td>154.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spiralight</td>
<td>LARC</td>
<td>57.25</td>
<td>57.35</td>
<td>34.74</td>
<td>34.17</td>
<td>20.75</td>
<td>16.79</td>
<td>0.0079</td>
<td>0.3560</td>
</tr>
<tr>
<td>($K_{min} = 4$)</td>
<td>PSA</td>
<td>56.80</td>
<td>44.93</td>
<td>34.46</td>
<td>25.20</td>
<td>19.46</td>
<td>15.93</td>
<td>0.0000</td>
<td>0.0004</td>
</tr>
<tr>
<td>($K_{min} = 9$)</td>
<td>Survivor</td>
<td>182.13</td>
<td>191.47</td>
<td>157.73</td>
<td>164.33</td>
<td>94.53</td>
<td>43.47</td>
<td>1.8116</td>
<td>5.5212</td>
</tr>
<tr>
<td></td>
<td>OPT</td>
<td>56.80</td>
<td>43.80</td>
<td>34.46</td>
<td>25.20</td>
<td>19.46</td>
<td>15.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xspedius</td>
<td>LARC</td>
<td>395.39</td>
<td>321.42</td>
<td>256.12</td>
<td>235.46</td>
<td>224.45</td>
<td>193.98</td>
<td>0.0210</td>
<td>0.1931</td>
</tr>
<tr>
<td>($K_{min} = 8$)</td>
<td>PSA</td>
<td>432.64</td>
<td>326.08</td>
<td>281.73</td>
<td>279.61</td>
<td>238.79</td>
<td>217.32</td>
<td>0.1231</td>
<td>0.3055</td>
</tr>
<tr>
<td>($K_{min} = 13$)</td>
<td>Survivor</td>
<td>997.09</td>
<td>1030.03</td>
<td>959.82</td>
<td>800.41</td>
<td>877.94</td>
<td>772.79</td>
<td>2.0086</td>
<td>3.3462</td>
</tr>
<tr>
<td></td>
<td>OPT</td>
<td>331.41</td>
<td>286.55</td>
<td>250.85</td>
<td>223.29</td>
<td>202.00</td>
<td>180.73</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. The average latency of backup paths on generated networks.

Latency resulted from all the algorithms decreases with the increase of the number of controllers, since the switches can be mapped to closer controllers with more controllers available in the network. Algorithm RALO achieves better performance than algorithms LARC, PSA, and Survivor on all the generated networks, since algorithm RALO obtains better results than algorithms LARC and PSA in both primary and backup path delay, and algorithm RALO can provide multiple solutions for the multi-objective problem. Particularly, the performance improvement of algorithm RALO on algorithms LARC and PSA reaches up to 4.3% and 16.3%, respectively, in generated networks II. Algorithm Survivor has the worst performance among all the algorithms because
Survivor performs poorly on both primary path delay and backup path latency.

5.2.4. Average accumulated latency with different backup path latency weights

Figs. 4(a)–(d) show the average accumulated latency of RALO, LARC, PSA, Survivor, and OPT by varying $\lambda_2$, the weight of backup path latency, given the numbers of controllers are 7, 10, 13, and 13 in ATT, Internet2, generated networks I, and generated networks II, respectively.

Algorithm RALO always achieves better results than algorithm LARC with different backup path latency weights on all the four kinds of networks. The average accumulated latency increases with the growth of the weights of backup path latency since the backup path latency is larger than the primary path latency. The average accumulated latency obtained by algorithm RALO is better than that obtained by algorithm LARC by 0.4%–2.4% in generated networks I and by 0.3%–3.8% for Generated networks II, respectively. The performance improvement of algorithm RALO over algorithm LARC reaches up to 6% for network ATT and 12% for network Internet2. Algorithm RALO outperforms algorithm PSA by up to 18.5%, 7.6%, 8.2%, and 17.3% on the networks of ATT, Internet2, generated networks I and generated networks II, respectively. The accumulated latency of algorithm Survivor is worse than that of algorithms RALO, LARC, and PSA. The results obtained by algorithm RALO are worse than OPT from 0 to 12.5% on all the four kinds of networks.

Hereinafter, we analyze the primary path latency, the backup path latency, and the accumulated path latency with different numbers of controllers, and study the accumulated path latency by varying the weights of backup path latency. The simulation results show that the proposed algorithm RALO achieves better performance than algorithms LARC, PSA, and Survivor in all cases.

5.2.5. Uniformity and spread performance of Pareto optimal solutions

We analyze the uniformity and spread performance of the obtained Pareto optimal solutions. We only compare RALO with PSA, since only these two algorithms produce Pareto optimal solution sets. We introduce two performance metrics for measuring the performance of the algorithms, i.e. Spacing [34] and Maximum Spread [35]. Spacing metric $SP$ evaluates the uniformity of the obtained solutions, and $SP$ is defined as

$$SP = \sqrt{\frac{\sum_{x \in X} (x_{max} - x_{min})^2}{|X|-1}}$$  (20)

where

$$d_x = \min_{X' \in X, x \in X'} \left\{ \sum_{g \in G} \left| f_g(X) - f_g(X') \right| \right\}$$  (21)

and

$$d = \sum_{x \in X} d_x / |X|$$  (22)

In Eqs. (20)–(22), $M$ is the number of optimized objectives, and $f_g(X)$ represents the value of solution $X$ on objective $g$. The smaller
the value of $SP$, the better uniformity of the solution set. Metric $MS$ measures the spread performance of the solution set, and $MS$ is defined as

$$MS = \sqrt{\frac{1}{M} \sum_{l=1}^{M} \left( \max_{X \in S_l} f_{l}(X) - \min_{X \in S_l} f_{l}(X) \right)^2}$$

(23)

The larger the value of $MS$, the better spread performance of the solution set.

Fig. 5 illustrates the Pareto optimal solutions obtained by algorithms RALO and PSA on 8 real network topologies with 7 controllers. To better evaluate the performance of the proposed algorithm, the $SP$ and
Fig. 4. The average accumulated latency by varying the latency weights of backup paths.

$M_S$ values of the Pareto optimal solution sets obtained by algorithms RALO and PSA are listed in Table 7.

For the metric of spacing, the $S_P$ of algorithm RALO is 20.6%–83.3% smaller than that of algorithm PSA. For the metric of maximum spread, the $M_S$ of algorithm RALO is 0%–74.3% larger than that of algorithm PSA. Algorithm RALO is better than algorithm PSA in both uniformity and spread performance on all the real networks. It can be observed that the obtained Pareto optimal solutions are sufficient and uniformly and widely spread, so the decision-makers can choose proper feasible solutions from the obtained Pareto optimal solution set according to the practical needs.

5.2.6. Running time of the proposed algorithm

We compare the running time of algorithm RALO with algorithm PSA since only these two algorithms are multi-objective optimization algorithms and algorithm PSA performs better than algorithms LARC and Survivor. Algorithm RALO and PSA are implemented in C++ and run on a platform with Intel(R) Core(TM) 5-9300H 2.40 GHz CPU, 8 GB RAM, and 64-bit version of Windows 10. We execute algorithms RALO and PSA on all the real network topologies with 10 controllers. The average running time of the algorithms on each network topology is shown in Table 8.

The average running time of algorithms RALO and PSA on all the network topologies is 6.559 s and 2.35 s respectively. The running time of algorithm RALO is more than that of algorithm PSA since algorithm RALO searches a wider solution space than PSA. However, it can be seen that in all the network topologies, the running time of both algorithms RALO and PSA is within 20 s. In practice, the running time of algorithm RALO is acceptable.

5.2.7. Impact of the important components of the proposed algorithm

We assess the impact of important components of the proposed algorithm RALO. We disable some components at a time and run the algorithm. We investigate four cases: (a) RALO with perturbation missing; (b) RALO with shake disabled; (c) RALO without perturbation and shake; (d) RALO with all the components available.

Figs. 6(a)–(d) depict the average accumulated latency with different number of controllers for algorithm RALO on ATT, Internet2, generated networks I and generated networks II, respectively. It can be observed that algorithm RALO results in the worst performance among all the cases when both the operations of shake and perturbation are missing in the algorithm. The results of this case are worse than those obtained by the algorithm when all the components are available 16.5%–62.2% on all the four kinds of networks. Therefore, the operations of shake and perturbation are important for the algorithm to jump out of the local optimal solution. On the four kinds of networks, the results achieved by the case without operation perturbation are better than those obtained by the algorithm without operation shake 2.8%–27.2%, which shows that operation shake plays a more important role in avoiding falling in local optimum than operation perturbation. The algorithm achieves the best performance among all the cases when all the components are available, while the case without component perturbation obtains better performance than the other two cases. The case with all the components available outperforms the case without component perturbation by up to 2.1%, 3.3%, 2.0%, and 1.6% for the networks of ATT,
Fig. 5. Pareto frontier corresponding to real network topologies.

(a) Alilene  (b) Arnes  (c) ATT  (d) Darkstrand
(e) Internet2   (f) Savvis   (g) Spirallight   (h) Xpedius

Fig. 6. The average accumulated latency with different components available in the algorithm.

(a) Network ATT  (b) Network Internet2
(c) Generated networks I  (d) Generated networks II
network Internet2, generated networks I, and generated networks II, respectively.

6. Conclusions

In this paper, we formulated a novel multi-objective SDN controller placement problem to minimize the switch-to-controller communication delay for both the cases without link failure and with single-link failure. We proposed an efficient metaheuristic-based Reliability-Aware and Latency-Oriented controller placement algorithm (RALO) for multi-objective multiple controller placement. The algorithm constructs an initial feasible solution by a greedy method with network partition, then repeatedly generates new solutions with variable neighborhood search. Once a new solution is generated, the algorithm decides whether to accept the new solution as a non-dominated solution to the problem and performs update operation on the Pareto optimal solution set. To avoid falling into the local optimum, the algorithm also performs perturbation and destruction operations on the current solution. We conducted simulations on eight real networks from Internet topology zoo and two kinds of generated networks conforming to ER (Erdos–Renyi) random model and small-world model. The simulations results demonstrated that the proposed algorithm could achieve a competitive performance of switch-to-controller latencies in both cases without link failure and with single-link failure, and the accumulated delay of primary and backup paths between the controllers and the switches. The widely-spread Pareto optimal solution set provided by algorithm RALO allows network administrators with flexible choices to achieve a balance between the switch-to-controller delay of primary and backup paths.
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